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Abstract

Companies are looking to data anonymization research — including differential private and
synthetic data methods — for simple and straightforward compliance solutions. But data
anonymization has not taken off in practice because it is anything but simple to implement.
For one, it requires making complex choices which are case dependent, such as the domain of
the dataset to anonymize; the units to protect; the scope where the data protection should
extend to; and the standard of protection. Each variation of these choices changes the very
meaning, as well as the practical implications, of differential privacy (or of any other measure of
data anonymization). Yet differential privacy is frequently being branded as the same privacy
guarantee regardless of variations in these choices. Some data anonymization methods can
be effective, but only when the insights required are much larger than the unit of protection.
Given that businesses care about profitability, any solution must preserve the patterns between
a firm’s data and that profitability. As a result, data anonymization solutions usually need
to be bespoke and case-specific, which reduces their scalability. Companies should not expect
easy wins, but rather recognize that anonymization is just one approach to data privacy with
its own particular advantages and drawbacks, while the best strategies jointly leverage the full

range of approaches to data privacy and security in combination.
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Data Security vs. Data Anonymization
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Organizations have well-established security tools for collecting, storing, and processing personal
data. They are standard and readily scalable across industries, regardless of the type of data being

used. Firewalls, access controls, automated auditing, and intrusion detection can be employed
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to prevent malicious activity; data can be stored and transmitted in an encrypted form so that
it is impossible to read without proper credentials; and multi-factor authentication with strong
passwords can stop unauthorized access. These technologies are uncontroversial and straightforward
to deploy out of the box. There are few barriers to their adoption — an organization simply needs
to choose one of the many providers on the market, and they will quickly have a secure IT system
complying with the best security practices.

However, good data privacy requires more than good security. The Facebook—Cambridge An-
alytica scandal, for example, did not arise from a security breach. Rather, it was the result of
unethically collecting and sharing personal information—the data of millions of Facebook users
were harvested without their consent and subsequently disseminated to third parties with the un-
derstanding that these data would be used to influence democratic elections [33, 56]. Facebook and
Cambridge Analytica were not hacked; indeed the data were collected and shared through secure
channels. Yet, the privacy and trust of millions of people were nonetheless violated. Many such
breaches are occurring across a diverse range of industries, including healthcare, transport and
entertainment [10, 44, 67].

To comply with privacy regulation and maintain a positive public image, organizations must
therefore ensure that the data they acquire is appropriate and justified, and that any sharing of data
is done responsibly. Data anonymization — the process of making personal data less personal by
adding noise, masking, or removing variables — is one tool that help companies meet these goals [26,
27]. By applying anonymization techniques when collecting or disseminating data, organizations
can limit the exposure of sensitive personal information. This can reduce privacy risks, support
regulatory compliance, and generally contribute to the responsible handling of personal data.

Since IT security tools such as encryption largely operate automatically in the background of
today’s digital systems, organizations might anticipate a similar level of convenience with data
anonymization methods. It is tempting for a business to assume that it can meet its ethical and
regulatory obligations by purchasing off-the-shelf anonymization software and plugging it into its
existing data pipelines. The expectation is that anonymization can be applied as seamlessly and
painlessly as data security, with turnkey solutions that guarantee privacy compliance and ethical
data collection. As a result, many business executives, policy makers, and legislators believe simple,
risk-free anonymization is possible [68]. Yet the situation could not be further from the truth. In this
article, we explain intuitively and theoretically why data anonymization is costly, requires making
a complex set of choices, and does not transfer well across industries or use cases. We show that
anonymization is on a spectrum, cannot reduce the risk of re-identification/de-anonymization to

zero, and requires context-specific decisions on how data will be used and what must be protected.



Overview of Data Anonymization

The collection of personal data is ubiquitous in modern society. Companies have access to an un-
precedented amount of sensitive, private information, along with personally identifiable information
that can be used to relate sensitive data to its subject. Examples of personally identifying infor-
mation include direct or unique identifiers — such as names and social security numbers — as well as
what are called ‘quasi-identifiers,” variables such as date of birth, ZIP code, and gender, which can
be combined to identify individuals.

One very basic approach to data anonymization is to delete personally identifying information
from a dataset before it is shared with third parties. However, it is now widely recognized that
this approach frequently does not provide sufficient protection on its own [5, 14, 24, 34, 44, 52,
67]. Variables that may appear innocuous often turn out to reveal sensitive information. Data that
may not appear to be identifiable can be linked to other datasets. As such, it can be difficult to
determine what pieces of information count as quasi-identifiers and need to be removed. It may
even be possible to argue that, in the right context, any one single variable in a dataset could be
used to identify data subjects — in which case no data could be released at all.

Because what constitutes personally identifying information is ambiguous, there has been an
increasing recognition of the need for more robust anonymization methods. Today, data anonymiza-
tion comprises a broad class of privacy enhancing technologies (PETs) and variety of ideas, including
data swapping [13], input and output perturbation [51, 62, 70], synthetic data [19], cell suppres-
sion [9], differential privacy [23], formal privacy [53], aggregation [21], k-anonymity [66], the p%
rule [8], randomized response [73] and statistical disclosure control [37]. Despite their variety, all
data anonymization methods share a unifying goal: they are technical tools designed to reduce the
amount of personal information contained in the data. However, they do not eliminate all personal
information in the data; rather they restrict the granularity or resolution of statistical inferences
that can be drawn. In doing so, they aim to preserve the utility of the data for some use cases while

constraining the extent that personal information can be learned.

Data Anonymization: A Baskin-Robbins of Choices

Drawing the boundary between permissible and impermissible inferences poses significant chal-
lenges. Organizations must make difficult design choices when implementing data anonymization
methods, often balancing protection against potential impacts on business value. For example,

consider the case of a retailer anonymizing customer data before sharing it with an external party:

1. Domain: the retailer must choose which data set(s) to anonymize and share. For example,
the retailer may share a point-of-sale transaction data set with two firms — a market research

firm to improve promotion strategies and a private equity firm to predict hourly foot traffic



for nearby portfolio companies. Additional data sets could also be shared, including employee

behaviors, energy usage, or supply chain orders.

2. Unit: the retailer must choose the unit of protection. Should the level of anonymization be

at the level of transactions, consumers, SKUs, brands or retail stores?

3. Scope: the retailer must choose what variables the anonymization protection should extend
to. Should the protection extend to SKUs, brands, or product categories? Should the pro-
tection also extend to consumer demographics and prices? Note that robust anonymization
requires that the influence of a single protection unit on the outputs (e.g., business insights)

of these variables is small.

4. Anonymization strength: the retailer must choose the standard and intensity of pro-
tection. These are technical requirements relating to how anonymization is measured (the

standard) and how much anonymization is added (the intensity).

These choices are contextually driven, and many variations can emerge — far more than the
31 flavors originally marketed by Baskin-Robbins. Each variation of {domain, unit, scope, stan-
dard} requires a bespoke technological solution, and by definition, this reduces scalability across
applications and industries. For example, an anonymization solution for a retailer with the first
three choices {domain = weekly store sales data, scope = brand/prices/sales, unit = store ID}
may include a synthetic data solution in order to generate fake sales data [59]. By comparison, a
pharmacy network with choices {domain = monthly prescription data, scope = brand/prescription
counts, unit = physician} may include an anonymization solution which aggregates physicians’
prescriptions while maintaining brand insights at the state-level [42].

With all these choices, data anonymization clearly is not a binary yes/no, but rather there
are many different flavors of anonymization, none of which guarantee safety [31]. Applying a
data anonymization method — regardless of the method — does not mean that your data is now
‘anonymized’; it only means that the amount of personal information contained in the data has been
reduced. These decisions involve tradeoffs — stricter settings reduce the risk of exposing personal
information, but all data sharing carries some risk, no matter how thoroughly anonymized.

As companies are always looking to maximize their profits, any anonymization must preserve
patterns between the companies’ data and their profitability. Thus, if employed, anonymization
solutions — unlike data security solutions — are usually case-specific and not readily deployable across
other use cases or industries. Accordingly, these customized solutions can be costly and confusing

to business professionals — or even privacy experts themselves!



Theoretical Anonymization: 200+ Flavors of Differential Privacy

From a theoretical perspective, the most common anonymization approaches that preserve prof-
itability can be considered as ad hoc because they do not have a mathematical guarantee of privacy.
This is why academia has downplayed usefulness [6] and almost entirely focused on a theoretical
guarantee of data anonymization — called differential privacy [23] — a term that has become the
‘good housekeeping’ seal of privacy. Companies such as Apple, LinkedIn and Microsoft commonly
advertise that their data are differentially private to position their brands among consumers [25,
30, 55].

Although differential privacy has some good theoretical properties — for example, composition
(i.e., one differentially private data release will not completely undo the protection imbued in another
data release) — the theory is not always as ironclad as it sounds. It turns out that varying any of
the four choices of {domain, unit, scope, standard} leads to a different definition of differential
privacy, even though they all are mathematically rigorous [4]. The theoretical development of new
differentially private methodologies and their branding in practice has truly become bigger than the
‘Baskin-Robbins’ of data anonymization. By varying the choices of {domain, unit, scope, standard},
researchers have created over 200 different flavors of differential privacy (and counting!), with each
implying a different meaning of anonymization, and each appropriate only in specific contexts [17].

Yet differential privacy is often being branded as the same ironclad guarantee regardless of the
chosen specification — i.e., regardless of the chosen settings for all five parameters (the domain,
unit, scope, standard and intensity of protection) [16, 22]. The problem is that many of these
specifications are “privacy mostly in name” only [22], so one needs to assess the chosen specification
on a case-by-case basis to determine if it provides sufficient protection. However, it is difficult (even
for privacy experts) to assess which specifications are appropriate for a given data release, and which
are not [32, 43]. Worse still, some companies are advertising their use of differential privacy without
disclosing the specification they are using [16] — but there is no guarantee of any protection (let
alone a sufficient level of protection) if the data collector’s chosen differential privacy specification
is not disclosed. Moreover, differential privacy (and data anonymization more generally) is not a
panacea for all the privacy harms that arise in data processing [60, 61, 74]. As such, companies still
need to recognize and mitigate the risk of these harms even if they use gold-standard differential

privacy protections.

Barriers to Adoption

Firms want straightforward and easy to implement compliance solutions. Data anonymization has
emerged as a potential solution which seems simple (typically it involves adding some noise to the
aggregate statistics you want to release). However, it is anything but simple in practice.

Differential privacy, despite its theoretical rigor, exemplifies anonymization’s implementation



difficulties. In addition to choosing an appropriate flavor, deploying differential privacy requires a
deep understanding of how the data was generated [20, 36|, and most existing DP implementations
have required new, bespoke methodologies developed by leading researchers in the field [16]. Adopt-
ing differential privacy as a compliance solution is further complicated by the Baskin-Robbins of
incompatible flavors (e.g., exchanging data with business partners can be difficult when one firm
relies on one combination of {domain, unit, scope, standard} and the other firm relies on another).

After two decades of research, large-scale deployments of differential privacy remain limited
to narrow domains and well-funded institutions with the financial resources to support large-scale
research and development — the 2020 US Census being perhaps the most prominent example, where
adopting differential privacy required a large team of experts more than five years to implement
for a nationwide seven-question dataset and “degraded the value of the ... data products in terms
of timeliness and quality” [46]. The absence of established norms for selecting from the Baskin-
Robbins of differential privacy flavors forces practitioners to navigate complex tradeoffs without
clear guidance [74], often resulting in configurations that serve as “privacy theater” rather than
meaningful protection [63]. This has raised concerns among regulators about the potential for
privacy-washing, with bodies like the UK Information Commissioner’s Office expressing caution
about differential privacy’s use for regulatory compliance [72].

There are some on-going initiatives to combat some of the challenges, but there is much progress
which still needs to be made [11, 12, 32], and it is unclear how successful they will ultimately be since
some of the adoption difficulties are fundamentally intractable. Firstly, while software packages like
OpenDP [69] attempt to democratize access to differentially private algorithms, their sustainability
and scope remain uncertain — OpenDP itself has yet to achieve a stable release after five years
of development and funding by multiple large institutions, highlighting the persistent gap between
academic innovation and practical implementation. Besides, deploying data anonymization requires
a lot more than code [11, 18, 61]; most of the work cannot be outsourced into a software package.
Secondly, although the research community has started to investigate how to decide what differential
privacy specifications are appropriate for a given data release, they only address how to set the fifth
parameter of a differential privacy specification (the intensity of protection), while ignoring how
to choose the first four (the domain, unit, scope and standard) [1, 35, 39, 41]. Since the meaning
of the fifth parameter depends on the choices for the first four, the real problem — setting all five
interrelated parameters simultaneously — is much more complex than what is currently being tackled
by the academic literature.

The adoption of data anonymization is hard and often driven by brand positioning [65]. Im-
plementing anonymization in practice involves costly decisions that extend far beyond selecting
algorithms. Organizations must choose whether to apply anonymization during data collection,
within the analytical pipeline, or at the point of sharing [20]. For example, a untrusted tech com-

pany may apply anonymization locally on customers’ phones so they never see the real data, while a



reliable institution such as the US Census Bureau may only apply anonymization immediately before
disseminating their data. Each approach presenting distinct tradeoffs between statistical efficiency
and privacy protection. The fundamental challenge lies in modifying existing data pipelines [3], en-
suring downstream users can still extract meaningful insights and use the data as they envisioned.
Scaling from academic toy examples to complex real-world datasets that require bespoke solutions
and significant technical expertise reduces adoption of data anonymization across companies.
Emerging solutions — such as synthetic data generation from generative adversarial networks
[2, 54] and large language models — offers potential pathways to greater scalability by automating
aspects of the anonymization process. However, they have their own limitations. For one, syn-
thetic data cannot simply replace real data in existing analytical workflows without modifying the
profitability of data-driven models. In fact, whenever an anonymization method is implemented,
downstream uses of the data will need to be modified to account for the anonymization [28]. Fur-
thermore, these AI solutions inherit privacy risks from their training data [71]. Despite promises
from some [64], it is not a given that synthetic data necessarily provides any protection [38, 45].
Rather, for each synthetic dataset, one needs to demonstrate before releasing it that it indeed masks
the confidential data it was generated from — a tasks which is not easy for sophisticated machine
learning algorithms such as generative adversarial networks and large language models [7, 38]. Fi-
nally, evidence suggests that organizational adoption of anonymization techniques is often driven
more by branding considerations than genuine privacy protection commitments [65], indicating that
even when technical solutions mature, the broader ecosystem of incentives and expertise required

for responsible implementation remains underdeveloped.

Where Do We Go From Here?

There is a belief in some sectors that data can retain its utility at the highest levels of anonymization.
Yet this is simply not true. There is a fundamental trade-off between the level of anonymization
and the utility of the data. Given the difficulty balancing anonymity and profitability in practice,
most companies have been downplaying anonymization solutions despite the widespread academic
interest in data anonymization. Rather, companies continue to use real consumer-level data within
secure cloud environments (such as AWS or Azure), or cloud-based Al and data platforms to
generate insights (such as Databricks, Snowflake, or Palantir Foundry).

The truth is that data anonymization (including differential privacy) may be effective in only a
small subset of commercial use cases — namely, scenarios where the insights required (e.g., state-
wide statistics) are much broader than the unit of protection (e.g., consumers) [40]. For example,
anonymization solutions for four-decimal-place GPS coordinates are probably not going to work well
(the resolution of analysis is too high), but anonymization solutions for reporting disease prevalence

in major cities across large population subgroups (a low resolution) can be effective. Relative to



the size of the data, more noise must be added to protect a company with data on 10 consumers
compared to a company with 10 million consumers for the same level of protection. This adversely
affects smaller companies and under-represented groups, destroying their data’s usefulness [47, 48,
58].

It will be hard for companies to accept expensive, bespoke methods that destroy the original
reason the consumer data was collected in the first place, but this may be their only option if
they would like to apply data anonymization. Since consumer-level insights and consumer-level
anonymization are likely not possible at the same time, companies, researchers and regulators should
not over-promise nor over-rely on data anonymization. There are other, simpler data privacy and
security solutions — such as aggregation, encryption, retention and deletion policies, vetting users,
notice and consent processes, enclaves and secure access systems, query auditing and data user
agreements — which are often more palatable, deployable and scalable while still complying with
privacy regulation.

On their own, these approaches may not be sufficient — unfortunately, there are no silver bullets
here. But nevertheless they may each provide some benefit, so that they can be combined into
a satisfactory solution. Therefore we recommend that firms, academics and policy-makers take a
comprehensive approach to data privacy. Holistic models for data sharing — such as Contextual
Integrity and the Five Safes [15, 29, 49, 50] — are effective guides for navigating data privacy
quagmires. Rather than perpetuating the myth of the binary between personal and anonymized
data, policy should follow a risk- and process-based approach, as has proven effective for IT security
[31, 57]. But first and foremost, the community needs to acknowledges the real limitations of
anonymization techniques, the unattainable goal of perfect, risk-free anonymization, the Baskin-
Robbins of anonymization flavors, the challenges in their adoption and their applicability only to a

limited set of privacy harms.
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