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Because of a lack of high-frequency human-development data across time and space,
scholarship on poverty is limited.

A Consumption/income surveys B Asset surveys

representative
surveys,
2000-2010
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3 # of nationally-
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Source: Jean et al 2016
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Constructing an Algorithm for Poverty
Measurement
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Our Data Product

Without our data
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Ground "truth"

® |nternational wealth index
(material assets)

e 57 000 DHS survey units
(“clusters”)

® From 36 countries

e 1984 -2019

e Unit of analysis: clusters
consisting of about 20-30
households
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But... Noise Is Added For Privacy
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® Households

¢ Cluster center
¢ Displaced location (released coordinates)
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Correcting For Privacy Using Multiple Imputation?

e \What is being imputed?
e True location L of each cluster i

e Known: Perturbed location D; and perturbation distribution Pr(D; | L))
e Imputation: Given a prior z(L;), sample from posterior n(L;| D) x =n(D,) Pr(D;|L,)

e Train and test model using the satellite images at the imputed locations ii.
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Y(L;) Y(L,)

Satellite Nighttime
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Can We Trust the Imputed Data?

- |deal (A): Evaluate a fitted model &/ on the confidential dataset <.
- Pragmatic (B): Evaluate & on a ‘synthetic’ dataset E’Zsyn.

- What can (B) tell us about (A), specifically with respect to R-squared:
R?> =1 — RSS/TSS?

- With some simple algebra, R? = Syn + (1 — Syn)fsyn, where
RSSSyn/RSS — TSSSyn/TSS

RSSsyn/RSS

fSyn =



Can We Trust the Imputed Data?
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Can We Trust the Imputed Data?

Yes, at least for a lower bound on the true performance
- We have RSSg, = RSS + [1 — 26,51 ) &7

where ,BA,,,(S is the regression coefficient when regressing the benchmark

residuals 7; on the difference of residuals §;, = r; — rl.syn.

-Then R? > RSZyn if and only if,BA,,,é < 0.5 (assuming 7SS = TSSgyy).

_l.e. R?

Syn is a lower bound as long as ¢; is not informative of 7.
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Benchmark residual r;

Can We Trust the Imputed Data?

Yes, at least for a lower bound on the true performance
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Compare MI average distance with distance

to average of M

geInduy
gendu
zemnduy
6Rinduuy
ogindury
¢gndury
ognduwy
L mdu
. nduy
[ Lnduuy
goinduuy
¢onduy
z9mduy
6Sinduy
9¢induy
¢ cinduay
osindug
Lpnduay
ppInduy
[ndwy
g¢induy
¢enduy
Zsndug
eznduy
gzandury
¢zinduy
oznduy
L1induw

{1Indwy
[ Taindwy
ginduw]
ginduuy
Znduwy
paqImIag
) o) <t ™ o

IS ol ol ol
wDy Ul 20Ue)SI(]

22

== \[eanOfDistance

DistanceToMean



Comparing 5 DL models
(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DLon

(3.c) DL on all imputed data collectively

Multi-spectral
Optical data

Nighttime light

23



Comparing 5 DL models

Landsat
Multi-spectral
Optical data

Nighttime light

(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DLon

(3.c) DL on all imputed data collectively

23



Comparing 5 DL models
(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DLon

(3.c) DL on all imputed data collectively

Multi-spectral
Optical data

Nighttime light

23



Comparing 5 DL models
(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DLon

(3.c) DL on all imputed data collectively

Multi-spectral
Optical data

Nighttime light

23



Comparing 5 DL models
(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DLon

(3.c) DL on all imputed data collectively

Multi-spectral
Optical data

Nighttime light

23



Comparing 5 DL models

(1) DL trained on confidential data
(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DL on the average location of the imputed
data

(3.c) DL on all imputed data collectively

Multi-spectral
Optical data

Nighttime light

23



Comparing 5 DL models
Nighttime light

Multi-spectral

(1) DL trained on confidential data Optical data

(2) DL on released data

(3.a) DL on each imputation and than taking
average

(3.b) DL on the average location of the imputed
data

(3.c) DL on all imputed data collectively

Bad

Which one predicts most accurately, and which one least?
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Landsat
Multi-spectral

Comparing 5 DL models
Nighttime light
(1) DL trained on confidential data
(2) DL on released data
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Evaluating the 5 DL models on five different test
datasets

Landsat
Multi-spectral

Nighttime light

(1) Test on confidential data
(2) Test on released data

(3.a) Test on each imputation and than taking
average

(3.b) Test on the average location of the imputed
data

(3.c) Test on all imputed data collectively

(3B

Which one predicts most accurately, and which one least?
When measuring accuracy against what benchmark? 24



Test dataset(s) 2T

Evaluating the 5 DL models on five different te

datasets Single Multiple

(1) (20 (4 (3b)  (3c) (3a)
(1) 0.77 0.56 0.58 0.62 0.58 0.69

(1) Test on confidential data

(2) Test on released data g@ ° 20 069 064 0.62 064 0.62  0.66
R (4  0.70 0.64 064 0.66 0.63  0.68
(3.a) Test on each imputation and than taking = » (3b) 0.72 0.63 0.62 0.67 0.63 0.68
average % (3¢)
) 2 (33 - 0.73 0.67 0.69 0.69 0.63  0.69
(3.b) Test on ® o B[ () 08 059 061 066 057 0.70
E 8 g @ 07 065 063 0.66 059  0.66
. . B w | @ 072 066 066 0.68 062  0.68
3.¢) Test on all ted data collectivel & =
(3.c) Test on all imputed data collectively = B | G 074 065 065 0.69 062 069
(4) Test on a single imputed data = | B

Which one predicts most accurately, and which one least?
When measuring accuracy against what benchmark?



Does the household own or have a:

. TV: @ Yes O No O Unknown
International
Refrigerator: O Yes ® No O Unknown
Wealth Index (IWI)
Phone: O Yes ® No O Unknown
Bike: O Yes ® No O Unknown
Car: O Yes ® No O Unknown
Cheap utensils (<$50): @ Yes O No O Unknown
Expensive utensil (>$300): O Yes ® No O Unknown
Electricity: O Yes ® No O Unknown

What is the quality of the...

Main source drinking water?: @ Low O Middle O High O Unknown

Toilet facility usually used?: @ Low O Middle O High O Unknown

Main floor material>: @ Low O Middle O High O Unknown

Nr. of rooms used for sleeping:  ® One O Two O Three+ O Unknown

https://globaldatalab.org/iwi/form/ The household's IWI score is: 12.73



Does the household own or have a:

I t t . I TV: @® Yes O No O Unknown

W I h I d ( IWI ) Refrigerator: O Yes ® No O Unknown

Phone: O Yes @® No O Unknown

Bike: O Yes @® No O Unknown

Car: O Yes @® No O Unknown

. h Cheap utensils (<$50): @® Yes O No O Unknown
With TV =12.73

Expensive utensil (>$300): O Yes ® No O Unknown

Wit h O ut TV - 4. 1 2 Electricity: O Yes ® No O Unknown

What is the quality of the...

Main source drinking water?: @ Low O Middle O High O Unknown

Toilet facility usually used?: @ Low O Middle O High O Unknown

Main floor material>: @ Low O Middle O High O Unknown

Nr. of rooms used for sleeping: @ One O Two O Three+ (O Unknown

https://globaldatalab.org/iwi/form/ The household's IWI score is: 12.73
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