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Expected Loss Minimization

argmin
θ∈Rp

EZ∼P [ℓ(θ,Z)].

▶ (Asymptotic) Empirical Risk Minimization (Machine Learning)

▶ Asymptotic M-Estimation

▶ Property Elicitation
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Property Elicitation

A property f : ∆(Z) → Rp is elicitable if there exists a loss ℓ such that

f (P) = argmin
θ∈Rp

EZ∼P [ℓ(θ,Z)].

E.g.,
mean = argmin

θ∈R
EZ∼P [(θ − Z)2].
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Property Elicitation on Imprecise Probabilities (IPs)

An IP-property f : 2∆(Z) → Rp is elicitable if there exists a loss ℓ such that

f (P) = argmin
θ∈Rp

sup
P∈P

EZ∼P [ℓ(θ,Z)].

Why? – e.g, Multi-Distribution Learning.
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At Our Poster

▶ Necessary conditions for IP-elicitability,
▶ Characterization of elicitable IP-properties by Bayes pairs,
▶ Illustrative examples, connections to Γ-maximin and many exciting open

problems;

and

▶ A penguin.

arxiv.org/abs/2507.05857
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